Analysis of variance (ANOVA)
One Way ANOVA
Analysis of variance (ANOVA) is a hypothesis-testing procedure that is used to evaluate
mean differences between two or more treatments (or populations).

1. There really are no differences between the populations (or treatments). The observed differences between
the sample means are caused by random, unsystematic factors (sampling error) that differentiate one sample
from another.

2. The populations (or treatments) really do have different means, and these population mean differences are
responsible for causing systematic differences between the sample means.

DEFINITION:In ANOVA, the variable (independent or quasi-independent) that designates the groups being
compared is called a factor.

DEFINITION:The individual conditions or values that make up a factor are called the levels of the factor

DEFINITION:The testwise alpha level is the risk of a Type I error, or alpha level, for an individual
hypothesis test.

DEFINITION:When an experiment involves several different hypothesis tests, the experimentwise alpha
level is the total probability of a Type | error that is accumulated from all of the individual tests in the
experiment. Typically, the experimentwise alpha level is substantially greater than the value of alpha used
for any one of the individual tests.

DEFINITION(BETWEEN-TREATMENTS VARIANCE)Remember that calculating variance is simply a
method for measuring how big the differences are for a set of numbers. When you see the term variance,
you can automatically translate it into the term differences. Thus, the between-treatments variance simply
measures how much difference exists between the treatment conditions. There are two possible explanations
for these between-treatment differences:

1. The differences between treatments are not caused by any treatment effect but are simply the naturally
occurring, random, and unsystematic differences that exist between one sample and another. That is, the
differences are the result of sampling error.

2. The differences between treatments have been caused by the treatment effects

DEFINITION(WITHIN-TREATMENTS VARIANCE)Inside each treatment condition, we have a set of
individuals who all receive exactly the same treatment; that is, the researcher does not do anything that
would cause these individuals to have different scores.
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DEFINITION: For ANOVA, the denominator of the F-ratio is called the error term. The error term
provides a measure of the variance caused by random, unsystematic differences. When the treatment effect
is zero (Ho is true), the error term measures the same sources of variance as the numerator of the F-ratio, so
the value of the F-ratio is expected to be nearly equal to 1.00.

Exercises

1. Explain the difference between the testwise alpha level and the experimentwise alpha level.

2. Theterm “analysis” means separating or breaking a whole into parts. What is the basic analysis that
takes place in analysis of variance?

3. If there is no systematic treatment effect, then what value is expected, on average, for the F-ratio in an
ANOVA?

4. What is the implication when an ANOVA produces a very large value for the F-ratio?



Answers

1. When a single research study involves several hypothesis tests, the testwise alpha level is the value
selected for each individual test and the experimentwise alpha level is the total risk of a Type | error that is
accumulated for all of the separate tests.

2. In ANOVA, the total variability for a set of scores is separated into two components: between-treatments
variability and within-treatments variability.

3. When Hjy is true, the expected value for the F-ratio is 1.00 because the top and bottom of the ratio are both
measuring the same variance.

4. A large F-ratio indicates the existence of a treatment effect because the differences between treatments
(numerator) are much bigger than the differences that would be expected if there were no effect
(denominator).
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The Distribution of F-Ratios

In ANOVA, the F-ratio is constructed so that the numerator and denominator of the ratio are measuring
exactly the same variance when the null hypothesis is true. In this situation, we expect the value of F to be
around 1.00. If we obtain an F-ratio that is much greater than 1.00, then it is evidence that a treatment effect
exists and the null hypothesis is false. The problem now is to define precisely which values are “around
1.00” and which are “much greater than 1.00.” To answer this question, we need to look at all of the

possible F values when Hy is true—that is, the distribution of F-ratios.
Before we examine this distribution in detail, you should note two obvious characteristics:

1. Because F-ratios are computed from two variances (the numerator and denominator of the ratio), F values
always are positive numbers. Remember that variance is always positive.

2. When Hy is true, the numerator and denominator of the F-ratio are measuring the same variance. In this
case, the two sample variances should be about the same size, so the ratio should be near 1. In other words,
the distribution of F-ratios should pile up around 1.00.



With these two factors in mind, we can sketch the distribution of F-ratios. The distribution is cut off at zero
(all positive values), piles up around 1.00, and then tapers off to the right . The exact shape of the F
distribution depends on the degrees of freedom for the two variances in the F-ratio. You should recall that
the precision of a sample variance depends on the number of scores or the degrees of freedom. In general,
the variance for a large sample (large df) provides a more accurate estimate of the population variance.
Because the precision of the MS values depends on df, the shape of the F distribution also depends on the df
values for the numerator and denominator of the F-ratio. With very large df values, nearly all of the F-ratios
are clustered very near to 1.00. With the smaller df values, the F distribution is more spread out.

EXAMPLE 1:

A researcher is interested in the amount of homework required by different academic majors. Students are
recruited from Biology, English, and Psychology to participate in the study. The researcher randomly selects
one course that each student is currently taking and asks the student to record the amount of out-of-class
work required each week for the course. The researcher used all of the volunteer participants, which resulted
in unequal sample sizes. The data are summarized in Table

Biology English Psychology

n=4 n=10 n==6 N=120
M=9 M=13 M=14 G =250
=136 T=130 =384 X = 3377

55 =137 5 =09 55 =60




STEP 1: State the hypotheses, and select the alpha level.
Hip, =p, = ny
H : At least one population is different.
a =05

STEP 2: Locate the crtical region.
To find the critical region, we first must determine the df values for the F-ratio:

df,,=N-1=20—1=19
dfp =k—1=3-1=2
df . =N—k=20—3=17

The F-ratio for these data has df = 2, 17. With @ = .03, the cntical value for the
F-ratio 1s 3.59.

STEP 3: Compute the F-ratio.
First, compute the three 55 values. As usual, 55 is the 55 for the total set of N = 20
scores, and 85 . combines the 5§ values from inside each of the treatment conditions.

S8 =ZX7 - %2 S§ . =388 . .
= 3377 — 3125 =37 + 90 + 60
= 252 = 187
85, ey ©an be found by subtraction (Equation 12.5).
SS,_.__ =55 —SS.._
= 252 — 187
= 63

Or. 5§ can be calculated using the computation formula (see Equation 12.7). If
yvou use the computational formula, be careful to match each treatment total (T) with
the appropriate sample size (n) as follows:

o =2
Z 2 2 r]
_36 L 130 n 847 250
4 10 6 20

=324 +1690 +1176 — 3125
=65



Finally, compute the M§ values and the F-ratio:

MS =—=—=313
hetwesn df :E
Ms,, =5 18T,
df 17
poMS 325
M5 11

STEP 4: Make adecision.

Because the obtained F-ratio is not in the critical region, we fail to reject the
null hypothesis and conclude that there are no significant differences among
the three populations of students in terms of the average amount of homework each
week.

EXAMPLE 2:

A human-factors psychologist studied three computer keyboard designs. Three samples of individuals
were given material to type on a particular keyboard, and the number of errors committed by each
participant was recorded. Are these following data sufficient to conclude that there are significant
differences in typing performance among the three keyboard designs?

Keyboard A Keyboard B Keyboard C

0 6 6 N=15
4 8 3 G =60
0 3 9 ZX* =356
1 4 4
0 2 6

T=5 T=125 T=730

55 =12 55 =20 55 =14




STEP 1 State the hypotheses, and specify the alpha level. The null hypothesis states that there
are no differences among the keyboards in terms of number of errors committed. In
symbols, we would state

H:p =p,=p, (Typeof keyboard used has no effect.)

1]

As noted previously in this chapter, there are a number of possible statements for the
alternative hypothesis. Here we state the general alternative hypothesis:

H]: At least one of the treatment means is different.

We set alpha at e = .05.

STEP 2 Locate the critical region. To locate the critical region, we must obtain the values for
dfhchvncn ﬂnd dfwiﬂ'ﬁn'

df,,_ =k-1=3-1=2
df  =N-k=15-3=12

The F-ratio for this problem has df = 2, 12, and the critical F value for « = .05 is
F = 3.88.

STEP 3 Perform the analysis. The analysis involves the following steps:

1. Perform the analysis of 55.
2. Perform the analysis of df.
3. Calculate mean squares.

4. Calculate the F-ratio.

Perform the analysis of 55. We compute 5§ followed by its two components.

rh 60° 3600
8§ =3 X' - =35 —— =356 — —
sl N 15 15

=356 — 240 =116



S8, s = 58, ., each treatment
=12+20 +14
=46

By subtraction, 8§ = 58§ = — 8§

wiith:

=116 —46 =70
Analyze degrees of freedom. We compute df . Iis components, df,__and df _ .

were previously calculated (see step 2).

df ,=N—-1=15-1=14
|I'-i-'r:'l:u:lll\m:nrn=2
I!i-'r:w.'ill'.\u'n: 12

Calculate the M5 values. We determine the values for MSMWM and MSﬁm .

M5 — e 70 _ 35
T e 2

MS,... _Ssﬂ=ﬁ=3 83
" dfwiﬁin 12

Compute the F-ratio. Finally, we can compute F.

MS
Follmmen 3 gy

MS__ 3.83

within

STEP 4 Make a decision about H , and state a conclusion. The obtained F of 9.14 exceeds the

critical value of 3.88. Therefore. we can reject the null hypothesis. The type of keyboard
used has a significant effect on the number of errors committed, F(2, 12) = 9.14, p < .05.
The following table summarizes the results of the analysis:

Source 55 df Ms

Between treatments 70 2 35 F=914

Within treatments 46 12 383
Total 116 14

COMPUTING EFFECT SIZE FOR ANOVA

We compute eta squared (%), the percentage of variance explained, for the data that

were analyzed in Demonstration 12.1. The data produced a between-treatments 55 of
70 and a total §5 of 116. Thus,



Post hoc tests

Post hoc tests (or posttests) are additional hypothesis tests that are done after an ANOVA to determine
exactly which mean differences are significant and which are not. As the name implies, post hoc tests are
done after an ANOVA. More specifically, these tests are done after ANOVA when

1. You reject Hp and

2. There are three or more treatments (k >= 3).

e TUKEY’S HONESTLY SIGNIFICANT DIFFERENCE (HSD) TEST

The first post hoc test we consider is Tukey’s HSD test. We selected Tukey’s HSD test because it is a
commonly used test in psychological research. Tukey’s test allows you to compute a single value that
determines the minimum difference between treatment means that is necessary for significance. This value,
called the honestly significant difference, or HSD, is then used to compare any two treatment conditions. If
the mean difference exceeds Tukey’s HSD, then you conclude that there is a significant difference between
the treatments. Otherwise, you cannot conclude that the treatments are significantly different.

> Tukey's procedure is only applicable for pairwise comparisons.

> It assumes independence of the observations being tested, as well as equal variation across
observations (homoscedasticity or homogeinity of variance) .

e THE SCHEFFE TEST

Because it uses an extremely cautious method for reducing the risk of a Type | error, the Scheffé test has the
distinction of being one of the safest of all possible post hoc tests (smallest risk of a Type I error). The
Scheffé test uses an F-ratio to evaluate the significance of the difference between any two treatment
conditions. The numerator of the F-ratio is an MSbhetween that is calculated using only the two treatments
you want to compare. The denominator is the same MSwithin that was used for the overall ANOVA. The
“safety factor” for the Scheffé test comes from the following two considerations:

1. Although you are comparing only two treatments, the Scheffé test uses the value of k from the original
experiment to compute df between treatments. Thus, df for the numerator of the F-ratio is k-1.

2. The critical value for the Scheffé F-ratio is the same as was used to evaluate the

F-ratio from the overall ANOVA. Thus, Scheffé requires that every posttest satisfy the same criterion that
was used for the complete ANOVA.


http://en.wikipedia.org/wiki/Pairwise_comparison
http://en.wikipedia.org/wiki/Homoscedasticity

The Relationship Between ANOVA and t Tests

This relationship can be explained by first looking at the structure of the formulas for F and t. The t statistic
compares distances: the distance between two sample means (numerator) and the distance computed for the
standard error (denominator). The F-ratio, on the other hand, compares variances. You should recall that
variance is a measure of squared distance. Hence, the relationship: F = t°.

Assumptions for the Independent-Measures ANOVA

The independent-measures ANOVA requires the same three assumptions that were
necessary for the independent-measures t hypothesis test:

1. The observations within each sample must be independent .

2. The populations from which the samples are selected must be normal.

3. The populations from which the samples are selected must have equal variances (homogeneity of
variance).

Ordinarily, researchers are not overly concerned with the assumption of normality, especially when large
samples are used, unless there are strong reasons to suspect that the assumption has not been satisfied. The
assumption of homogeneity of variance is an important one. If a researcher suspects that it has been violated,
it can be tested by Hartley’s F-max test and Levene’s test for homogeneity of variance.



EXERCISES

1.Explain why the F-ratio is expected to be near 1.00 when the null hypothesis is true.

2. Several factors influence the size of the F-ratio. For each of the following, indicate whether it influences
the numerator or the denominator of the F-ratio, and indicate whether the size of the F-ratio would increase
or decrease. In each case, assume that all other factors are held constant.

a. An increase in the differences between the sample means.

b. An increase in the size of the sample variances.

3. Why should you use ANOVA instead of several t tests to evaluate mean differences when an experiment
consists of three or more treatment conditions?

4. Posttests are done after an ANOVA.
a. What is the purpose of posttests?
b. Explain why you do not need posttests if the analysis is comparing only two treatments.

c. Explain why you do not need posttests if the decision from the ANOVA is to fail to reject the null
hypothesis.

5.A researcher reports an F-ratio with df = 2, 27 from an independent-measures research study.
a. How many treatment conditions were compared in the study?

b. What was the total number of participants in the study?

6. A research report from an independent-measures study states that there are significant differences
between treatments, F(3, 48) = 2.95, p< .05.

a. How many treatment conditions were compared in the study?

b. What was the total number of participants in the study?



7. The following summary table presents the results from an ANOVA comparing three treatment conditions

with n= 8 participants in each condition. Complete all missing values.

5':' urce 51"' ':.II:': |r|.-'i|_"!-
Between treatments 15 =
Within treatments
Total 03

8. A pharmaceutical company has developed a drug that is expected to reduce hunger. To test the drug, two
samples of rats are selected with n = 20 in each sample. The rats in the first sample receive the drug every
day and those in the second sample are given a placebo. The dependent variable is the amount of food eaten
by each rat over a 1-month period. An ANOVA is used to evaluate the difference between the two sample
means and the results are reported in the following summary table. Fill in all missing values in the table.

Source

LA
LA
=]
-+
=
<m
LA

Between treatments 2
Within treatments

Total




TABLE B.4

THE F DISTRIBUTION?*

*Table entries in lightface type are critical values for the .05 level of significance. Boldface tvpe values are for

the .01 level of significance.

Critical
F
Degrees of Degrees of Freedom: Numerator
Freedom:
Denominator 1 2 3 4 5 & 7 8 9 10 11 12 14 16 20
1 161 200 216 225 230 234 237 239 241 242 243 244 245 26 248
4052 4999 5403 5625 5764 5859 5928 5981 6022 6056 6082 6106 6142 6169 6208
2 1851 19.00 1916 1925 1930 1933 1936 1937 1938 1939 1940 1941 1942 1943 1944
05.49 99.00 99.17 99.25 9930 9933 9934 9936 9935 9940 9941 9942 9943 99.44 99.45
3 1013 955 928 912 901 894 8§88 884 8Bl 878 876 874 871 B69 866
3412 3092 2946 2871 28.24 2791 27.67 2749 27.34 27.23 2713 2705 2692 2683 26.69
4 771 694 659 639 626 616 609 604 600 596 593 591 587 584 580
21.20 18.00 1669 1598 1552 1521 1495 1480 1466 1454 1445 1437 1424 1415 1402
5 661 579 541 519 505 495 488 482 478 474 470 468 464 460 456
16.26 13.27 12.06 11.39 1097 10.67 1045 10.27 1015 1005 996 989 977 968 955
) 599 514 476 453 439 428 421 415 410 406 403 400 396 392 387
1374 1092 978 915 875 847 826 810 798 787 779 7792 760 752 .39
7 359 474 435 412 397 387 379 373 368 363 360 357 352 349 3.4
1225 955 845 785 746 719 700 684 671 662 654 647 635 627 615
8 532 446 407 384 369 358 350 344 339 334 331 328 323 320 315
11.26 865 759 701 663 637 619 603 591 58 574 567 556 548 536
9 512 426 386 363 348 337 3290 323 318 313 310 307 302 298 293
10,56 8.02 699 642 606 580 562 547 535 526 518 511 500 492 480
10 496 410 371 348 333 322 314 307 302 297 294 291 28 282 277
10,04 7.56 655 599 564 539 521 506 495 485 478 471 460 452 441
11 481 398 359 33 320 309 301 295 290 28 282 279 274 270 265
9.65 T7.20 622 5467 531 507 488 474 463 454 446 440 429 421 410
12 475 388 349 326 311 300 292 285 280 276 272 269 264 260 254
933 693 595 541 506 482 465 450 439 430 422 416 405 3985 156
13 467 3380 341 3108 302 292 284 277 272 267 263 260 255 251 246
9.07 670 574 520 486 462 444 430 419 410 402 39 385 ATE 347
14 460 374 334 311 29 285 277 270 265 260 256 253 248 244 239
886 651 556 503 469 446 428 414 403 394 386 380 370 362 351
15 454 368 329 306 290 279 270 264 259 255 251 248 243 239 233
8.68 636 542 489 456 432 414 400 389 380 373 367 356 348 136
16 449 363 324 301 285 274 266 259 254 249 245 242 237 233 2728
853 623 5219 477 44 420 403 389 378 369 361 355 345 33T 325




TABLE B.4 (continued)

Degrees of Degrees of Freedom: Numerator

Freedom:

Denominator| 1 2 3 4 5 & 7 g8 9 10 11 12 14 16 20

17 445 359 320 29 281 270 262 255 250 245 241 238 233 229 2123

840 611 518 467 434 400 393 A7T9 368 359 351 345 335 327 36

18 441 355 316 293 277 266 258 251 246 241 237 234 229 2325 219

828 601 509 458 425 401 385 371 360 351 344 337 327 319 307

19 438 352 313 290 274 263 255 248 243 238 234 231 226 221 215

818 593 501 450 417 394 377 363 352 343 336 330 319 312 3w

20 435 349 310 287 271 260 252 245 240 235 231 228 223 218 212

810 585 494 443 410 387 371 356 3450 33T 330 323 313 305 294

21 432 347 307 284 268 257 249 242 237 232 228 225 220 215 209

802 578 487 437 404 381 365 351 340 331 324 317 307 299 288

430 344 305 282 266 255 247 240 235 230 226 223 218 213 207
794 571 482 431 39 376 359 345 335 36 318 312 302 294 283

428 342 303 280 264 253 245 238 232 228 224 220 214 210 2.4
7.88 566 476 426 394 371 354 341 3300 321 314 307 197 189 178

22

23

24 426 340 301 278 262 251 243 236 230 226 222 218 213 209 202
7.82 561 472 422 39 367 350 336 325 317 309 303 293 285 274

25

26

424 338 299 276 260 249 241 234 2328 224 220 216 211 206 2.00
7.77 557 468 418 386 363 346 332 321 313 305 199 189 181 270

422 337 298 274 259 247 239 232 227 222 218 215 210 205 199
772 553 444 414 382 359 342 3 317 3w 302 2196 186 277 2466

27 421 335 29 273 257 246 237 230 2325 2120 216 213 208 203 197
7.68 549 d4e0 411 379 356 339 326 314 306 298 293 283 274 2463
28 420 334 295 271 256 244 236 229 224 219 215 212 206 202 196
764 545 457 407 376 353 336 323 311 303 295 290 B0 271 260
29 418 333 293 270 254 243 235 228 222 118 214 210 205 200 1M
7.60 542 454 404 373 350 3330 3 308 300 292 187 177 168 157
30 417 332 292 269 253 242 234 227 221 216 202 209 204 199 193
7.5 539 451 402 370 347 330 317 306 298 290 2184 74 .66 255
32 415 330 290 267 251 240 232 225 219 214 210 207 202 197 191
7.50 534 446 397 366 342 325 312 301 2% 286 280 70 262 251
M 413 328 28R 265 249 238 230 223 217 212 208 205 200 195 189
7.4 529 442 393 361 338 321 308 297 280 282 176 166 258 247
36 411 326 286 263 248 236 2328 221 215 210 206 203 198 193 187
7.3 525 438 389 358 335 318 34 294 286 278 171 162 254 243
38 410 3325 285 262 246 235 226 219 214 209 205 202 195 1.92 185
7.35 521 434 38 354 332 315 302 291 2182 275 a9 159 151 240
40 408 323 284 261 245 234 2325 2108 212 207 204 200 195 190 184
7.31 518 431 383 351 319 312 299 288 180 273 lae6 156 249 237




